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	Introduction
 


I work in what is called the Office of Strategic Initiatives at the Library of Congress, headed by Associate Librarian Laura Campbell.  Our face to the outside world consists of the National Digital Information Infrastructure Preservation Program, represented by the web site digitalpreservation.gov.  The program was created by Public Law 106-554 in December 2000, in legislation that makes up to $175 million potentially available.


We carried out a planning process in 2001 and 2002 that weighed heavily toward getting outside opinions from the library community and the various industries that create digital content: publishers, broadcasters, music and movie companies, and so on.  Twenty-six representatives from these groups made up the National Digital Strategy Advisory Board.  A parallel series of technical workshops tapped the knowledge of 47 experts.  In 2002, the NDIIPP plan was drafted and approved by Congress and, in 2003, an additional $20 million was released, together with approval of $15 million that has to be matched.  


The plan identifies three areas for initial investment:



Network of Preservation Partners




Capture digital content at risk




Group of partners to be announced within weeks



Preservation Architecture




The national infrastructure




Revised document on web




Testbed: 9-11 archive ingested and managed at Harvard, Johns Hopkins, Old Dominion, and Stanford Universities



Digital Preservation Research




Tools and technologies for preserving digital content




NSF program announcement in June 2004

The analysis of formats  


Meanwhile, in addition to these major thrusts, the Office of Strategic Initiatives is carrying out supporting activities to serve the needs of the Library of Congress, and in the expectation that they will also assist our sister institutions.  Caroline Arms and I are executing one of these projects: an analysis of digital formats.  We began last year, with four goals:


To support strategic planning at the Library


To provide an inventory of information about current and emerging formats


To identify and describe the formats that are promising for long-term sustainability, and develop strategies for sustaining these formats, and


To identify and describe the formats that are not promising for long-term sustainability, and develop strategies for sustaining the content they contain.


Our focus is on digital content formats that are independent of the physical medium on which they are stored or transported. Content in such formats has been dubbed "media-independent," "intangible," or "remote" (a cataloger’s term), and it exists as data files or data streams.  To be sure, media-independent digital content is stored and can be transported on media, e.g., CD-R, portable hard disk, and data tape, but this use of media is incidental to the content. In contrast, media-dependent formats are inextricably linked to their physical forms, e.g., audio CDs, DVDs, and digital videotape formats like DigiBeta.  The development of preferences for these media-dependent formats is outside the scope of our analysis.


You received a very useful presentation on the topic of digital formats yesterday, from Richard Entlich.  He is very much on the same wavelength as Caroline and me, and I will try to offer some thoughts that supplement his, looking at the same issues from a different angle.  Richard discussed the emerging Global Registry of Digital Formats, based at Harvard, an effort intended to build a registry that will execute operations on files you submit, to identify, validate, and even transform them.  Caroline and I are not creating a working machine like that but are constructing a complimentary online resource for people to read, presenting a mix of short explanatory essays and fact sheets about formats.  Today’s talk is based on our online essays.  For the moment, access to the Web site is limited to LC staff.


We call the fact sheets format descriptions, and here are a trio of screen grabs of our description of NITF (the News Industry Text Format), an XML format used by newspapers and broadcasters to exchange news stories.  As you scroll down, you get more information and, at the bottom, we list what we have discovered about specifications and other useful references. Here’s a list of the formats we are working now.  You can see that we expect to develop dozens of descriptions of formats and what might be called sub-formats.

Types of formats and their relationships

Our broad definition of format covers the following general categories:


File formats


at the level indicated by file extensions, e.g., .mp3


as indicated by Internet MediaType (aka MIME type), e.g. text/html



and


in versions that develop thru time, e.g., the Aldus Corporation TIFF format version 5.0 has been supplanted by Adobe's version 6.0


in refinements are tailored to narrow, specific purposes, e.g., TIFF-EP for electronic photography and TIFF/IT for publishers' preprint requirements, both established as ISO standards


and that may have optional features significant to sustainability , e.g., the programs downloaded from Audible, Inc., (http://www.audible.com/), are copyright-secure audio files in formats that "prevents a customer from passing along duplicate digital audio files to another listener" (http://audible.custhelp.com/).


Class of related formats whose familial characteristics are important, e.g., the WAVE audio format is an instance of the RIFF format class


"Wrappers" distinguished in terms of their underlying bitstreams, e.g., WAVE files may contain linear pulse code modulated (LPCM) audio (like a CD) or highly compressed audio as used for digital telephony.


Bundling formats that bind together files comprising a single digital work, e. g., text and supporting illustrations or a movie with sound tracks in different languages


Bundling formats can be employed to represent a bundle of files or bitstreams that comprise a single digital work, and they usually list the components and their relationships, what is often called structural metadata.  They often incorporate technical details about each component, since a single object may include a mix of texts, sound, images, etc.  Bundling formats may be designed to encapsulate the component data streams or they may take the form of a separate file that accompanies the set of component files.  Some emerging standards that play such a bundling role are intentionally generic; these include METS (Metadata Encoding and Transmission Standard) and MPEG-21.


The relationships between formats are important.  Here are two examples: the relatively simple example of the WAVE format for sound, and the more complex example of the Portable Document Format (PDF), used for texts and more.  This get us at the business of types and subtypes, and more.

WAVE


Wrapper for different bitstreams


Simple, but extensible method for embedding metadata


Relationship examples


is subtype of RIFF


may contain Linear PCM, -law, A-law (bitstreams)


has subtype Broadcast WAVE (Linear PCM + EBU metadata)


has subtype AES46-2002 (BWF + cart metadata)

PDF


A file format, a wrapper, a bundling format, all in one


Relationship examples


has version 1.3 (July 2000, 696 pages)


has version 1.4 (December 2001, 978 pages)


has version 1.5 (August 2003, 1172 pages)


may contain TIFF, JPEG, JPEG2000, etc., etc., etc. (all at once)


has subtype Tagged PDF (can represent logical document structure)


has subtype Accessible PDF (tagged + further constraints)


has subtype PDF/X (ISO standard, for pre-press use, e.g., submission of graphics to magazine publishers)


has subtype PDF/A (Under development as ISO standard, for archiving)


The preceding indicates that a format name is insufficient for identification.  Format names--and as well filename extensions like jpg, pdf, mov, and MIME types--are too generic to discriminate between subtypes and versions.  For preservation management, such discrimination will often be significant.  This insight is reflected in the level of detail offered by the PRONOM resource in Britain that Richard highlighted yesterday, and by the Global Registry and the associated JHOVE software, also covered yesterday.


The complexity of some of the new formats is striking.  This is evident in the versioning and subtyping we saw for PDF; similar differentiations pertain to JPEG2000 and MPEG-4.  The specifications for these and other emerging formats are published in multiple parts with multiple nuances.  It is hard to predict which parts will be adopted and actually turn up at our door.  Just last week, a curator in the Motion Picture, Broadcasting, and Recorded Sound Division and I downloaded one of those BMW motor car short films--famous on the Web--this one featuring James Brown, Gary Oldman, and Clive Owen.  We chose the “enhanced” QuickTime version.  From a single mov file, you can switch from the normal soundtrack to a commentary track, display a text transcription, or switch over to what they call a virtual reality presentation that shows off the Z4 roadster in all its splendor.  This QuickTime file, like its MPEG-4 counterparts, uses an object based design.  The player lists all of the file’s elements (in effect, the objects in the file) under the properties setting.  A very complicated format indeed.

Factors to consider when evaluating a digital format 


How shall we evaluate formats?  We believe that two types of factors come into play: sustainability factors and quality and functionality factors.


Sustainability factors apply across digital formats for all categories of information. We identified seven factors that influence the feasibility and cost of preserving content.  Our list is not a perfect match for the set of characteristics that Richard provided yesterday but we are all barking up the same tree. Caroline and I believe that these factors will be significant whether future preservation actions entail migration to new formats, emulation of current software on future computers, or a hybrid “normalizing” approach. 

Seven sustainability factors
1.
Disclosure refers to the degree to which complete specifications and tools for validating technical integrity exist and are accessible to those creating and sustaining digital content. Preservation of content in a given digital format over the long term is not feasible without an understanding of how the information is encoded as bits and bytes in digital files. A spectrum of disclosure levels exist.  Non-proprietary, open standards are usually more fully documented and more likely to be supported by tools for validation than proprietary formats, although we concur with Richard’s distinction between “proprietary-closed” and “proprietary-open.”  What is most significant for sustainability is not approval by a recognized standards body, but the existence of (and the preservation of) complete documentation.  Preservation of content in a given digital format is not feasible without an understanding of how the information is encoded. 


Examples: 


TIFF image format well documented, many products and shareware


MrSID image format partially documented, proprietary elements protected

2.
Adoption refers to the degree to which the format is already used by the primary creators, disseminators, or users of information resources. If a format is widely adopted, it is less likely to become obsolete rapidly, and tools for migration and emulation are more likely to emerge from industry without specific investment by archival institutions. Evidence of wide adoption of a digital format includes bundling of tools with personal computers, native support in web browsers or market-leading content creation tools, and the existence of many competing products for creation, manipulation, or rendering of digital objects in the format.


Examples:


PDF text format very widely used


Microsoft eBook Reader not widely used

3.
Transparency refers to the degree to which the digital representation is open to direct analysis with basic tools, including human readability using a text-only editor. Digital formats in which the underlying information is represented simply and directly will be easier to migrate to new formats, more susceptible to digital archaeology, and allowing easier development of rendering software. 

Transparency is enhanced if textual content (including metadata embedded in files for non-text content) employs standard character encodings (e.g., UNICODE in the UTF-8 encoding) and stored in natural reading order. For preserving software programs, source code is much more transparent than compiled code. For non-textual information, standard or basic representations are more transparent than those optimized for more efficient processing, storage, or bandwidth. Examples of direct forms of encoding include, for raster images, an uncompressed bit-map and, for sound, pulse code modulation with linear quantization.

Encryption is incompatible with transparency; compression inhibits transparency.  However, for practical reasons, some digital audio, images, and video may never be stored in an uncompressed form, even when created, and archival repositories will certainly accept content compressed using publicly disclosed and widely adopted algorithms.

4.
Self-documentation.  Digital objects that contain basic descriptive metadata (the analog to the title page of a book) as well as technical and administrative metadata relating to creation and the early stages of the life cycle will be easier to manage over the long term than data objects that are stored separately from the metadata needed to render or understand them. 

The value of richer capabilities for embedding metadata in digital formats has been recognized in the communities that create and exchange digital content. This is reflected in capabilities built in to newer formats and standards (e.g., JPEG2000, and the Extended Metadata Platform for PDF [XMP]), and also in the emergence of metadata standards and practices to support exchange of digital content in industries such as publishing, news, and entertainment.   You can see this progression in the changes from the original JPEG image standard, which contained very scant metadata, to the EXIF JPEG used in some digital cameras, which combines JPEG compression with richer metadata, and now the JPEG2000 standard allows for files that are capable of containing metadata ‘boxes’ and can include an extensive DIG35 record

For operational efficiency of a repository system used to manage and sustain digital content, some of the metadata elements are likely be extracted into a separate metadata store. Some elements will also be extracted for use in the Library's catalog and other systems designed to help users find relevant resources.

Many of the metadata elements required to sustain digital objects are not typically recorded in library catalogs or records intended to support discovery. The OAIS Reference Model recognizes the need for supporting information (metadata) in several categories: representation (to allow the data to be rendered and used as information); reference (to identify and describe the content); context (for example, to document the purpose for the content's creation); fixity (to permit checks on the integrity of the content data); and provenance (to document the chain of custody and any changes since the content was originally created).

5.
External dependencies refers to the degree to which a particular format depends on particular hardware, operating system, or software for rendering or use and the predicted complexity of dealing with those dependencies in future technical environments. Some forms of interactive digital content, although not tied to particular physical media, are designed for use with specific hardware, such as a joystick. Scientific datasets built from sensor data may be useless without specialized software for analysis and visualization, software that may itself be very difficult to sustain, even with source code available. 


Examples:


Adobe eBooks require a Microsoft Passport account.


Open eBook format is free of external dependencies

6.
Impact of patents.   Refers to the degree to which the ability of archival institutions to sustain content in a format will be inhibited by patents.  Although the costs for licenses to decode current formats are often low or nil, the existence of patents may slow the development of open source encoders and decoders and prices for commercial software for transcoding content in obsolescent formats may incorporate high license fees. When license terms include royalties based on use (e.g., a royalty fee when a file is encoded or each time it is used), costs could be high and unpredictable. It is not the existence of patents that is a potential problem, but the terms that patent-holders might choose to apply.

The core components of emerging ISO formats such as JPEG2000 and MPEG4 are associated with "pools" that offer licensing on behalf of a number of patent-holders. The license pools simplify licensing and reduce the likelihood that one patent associated with a format will be exploited more aggressively than others.  (This a screen grab from the web site for the MPEG-4 pool.)  The progression in the MPEG realm reflects the pattern here: MPEG-1 did not require the makers of tools to have licenses.  The MPEG-2 pool demands such licenses while MPEG-4 adds a dissemination element.  Commercial distributors must pay per-view fees, a requirement that has put a brake on the adoption of MPEG-4.

7.
Technical Protection Mechanisms.  This refers to the implementation of mechanisms such as encryption that prevent the preservation of content by a trusted repository.  To preserve digital content and provide service to future users, custodians must be able to replicate the content on new media, migrate and normalize it in the face of changing technology, and disseminate it to users at a resolution consistent with network bandwidth constraints.  Long-term retention will be difficult if not impossible for content protected by technical mechanisms such as encryption, implemented in ways that prevent custodians from taking appropriate steps to preserve it.

No digital format that is inextricably bound to a particular physical carrier is suitable for long-term preservation; nor is an implementation of a digital format that constrains use to a particular device or prevents the establishment of backup procedures and disaster recovery operations.

Some digital content formats have embedded capabilities to restrict use in order to protect the intellectual property. Use may be limited, for example, for a time period, to a particular computer or other hardware device, or require a password or active network connection. Since the exploitation of these technical protection mechanisms within a format is typically optional, this factor applies to the way a format is used in business contexts rather than to the format itself.

Examples?  Sound recordings from Audible.com will only play with software and/or devices from Audible.  In contrast, MP3 files play anywhere.

Quality and functionality factors


Quality and functionality factors pertain to the ability of a format to represent the significant characteristics of a given content item required by current and future users. These factors will vary for particular genres or forms of expression. For example, significant characteristics of sound are different from those for still pictures, whether digital or not, and not all digital formats for images are appropriate for all genres of still pictures.


As we looked at these factors, we reckoned that there was such a thing as normal rendering, a baseline for the behavior of content when presented to a user, e.g., images that permit zooming or sounds that can be played, stopped, and restarted.  Certain formats offer functionality beyond normal rendering, and these will serve the needs of users with special interests in certain content types. For example, some users will prefer that vector-based images like those used for architectural drawings remain malleable (editable) so that they can be modified after being copied from a library collection.  (This is contrast to freezing the drawings as bit maps, which is also possible.)


At the moment, our work entails the analysis of four familiar content categories: still images, sound, textual materials, and video.  We wanted to start with these familiar friends before moving into more difficult categories such as web sites, datasets, and geospatial data.  Let me tick off an overview of the quality and functionality factors for two of our initial four content types.  Then I will go on to discuss sound in a bit more detail in a moment.

Still images
$ 
Normal rendering for still images

$ 
Clarity (support for high still image resolution) - the degree to which "high resolution" content may be represented within this format, tends to correlate to pixel counts and bit depth

$ 
Color maintenance - the degree to which the color gamut represented in a given image can be managed, with an eye on inputs and outputs

$ 
Support for graphic effects and typography - for vector graphics, the degree to which the format supports the use of shadows, filters or other effects as applied to fill areas and text, offers levels of transparency, and manages the specification of fonts and patterns.

$ 
Beyond normal rendering for still images

Textual
$ 
Normal rendering for textual materials

$ 
Integrity of document structure and navigation.  Is the logical structure essential to usability?  This pertains to navigation and to the possibility of automated analysis of a work, to generate a rich resource for discovery.

$ 
Integrity of layout, font, and other design features - Is look and feel, and exact choices of features like font and column layout, essential to the meaning of a text document?

$ 
Integrity of rendering for mathematics, chemical formulae, diagrams, etc.  This refers to the degree to which accurate rendering of non-textual elements is key to the informational content of the document. 

$ 
Beyond normal rendering for textual materials

Balancing the factors


In practice, preferences among digital formats will be based on a balance among all of the factors, sustainability and quality and functionality.  Sometimes the factors compete.  For example, some formats adopted widely for delivery of content to end users are proprietary or apply lossy compression for transmission over low-bandwidth networks.  It is possible in such cases that disclosure can substitute for transparency.  For content of high cultural value and for which a special functionality has particular significance, the ability of a format to support that functionality may outweigh the sustainability factors.


Also important to the selection of acceptable formats is the channel by which digital content may be received.  For content that will be received through the Copyright Office at the Library of Congress, we must consider formats that can be conveniently provided by those wishing to register material for copyright or from whom the Library will expect deposit.  For this channel, adoption may be the key factor.

Quality and functionality: the example of sound formats

Let me take the example of sound formats in order to elaborate on the quality and functionality factors, and also to provide some insights into issues pertaining to sound.  Our definition of sound formats covers two categories. The first category consists of formats that represent recorded sound, often called waveform sound. Such formats are employed for applications like popular music recordings, recorded books, and digital oral histories. The second category consists of formats that provide data to support dynamic construction of sound through combinations of software and hardware. Such software includes sequencers and trackers and the underlying data controls when individual sound elements start and stop, attributes such as volume and pitch, and other effects that should be applied to the sound elements. The sound elements may be short sections of waveform sound (sometimes called samples) or data elements that characterize a sound so that a synthesizer can produce it.  All of this data is brought together when the file is played, i.e., the sounds are generated in a dynamic manner at runtime.  This second category is sometimes called structured audio.  Within this category, our focus is on note-based formats, the most prominent of which is MIDI, the Musical Instrument Digital Interface.

Normal rendering for sound


Normal rendering for sound allows playback in mono or stereo through one or two speakers (or equivalent headphones) or, in the case of surround sound, through multiple loudspeakers carefully arranged in a room (or through specialized headphones). Playback software provides user control over volume, tone, balance, etc., and the means to fast forward and to find a specific location (typically a time offset), track, or other segment, e.g., a chapter in a recorded book. 

Fidelity (support for high audio resolution)


Fidelity is a factor associated with waveform formats, and refers to the degree to which "high fidelity" content may be reproduced within this format. In this context, the term is meant broadly, referring to characteristics that will influence a careful (even expert) listening experience. The real test of fidelity occurs when the reproduction is repurposed, e.g., when a "master file" is used to produce, say, a new audio-CD music release.  The two characteristics most often associated with fidelity for sound waveforms represented as linear PCM (Pulse Code Modulated) data are sampling frequency and word length (i.e., bit depth).  (We are leaving aside for the moment the one-bit deep coding called by DSD [Direct Stream Digital] and developed by Sony, presented as an alternate to PCM.)


Other factors may also influence fidelity, such as the presence of distortion, watermarking, or--in compressed renderings derived from PCM files--audible artifacts that result from the application of compression. In general, uncompressed data offers the highest fidelity; however, lossy compression based on understanding of human perception of sound provides a reasonable level of fidelity in normal playback conditions.

Support for multiple channels


Multiple channel support refers to the degree to which formats may represent multichannel audio, which is presented to the enduser at least two ways. The first is in terms of aural space, or what engineers call sound field, e.g., as stereo or surround sound. The second form of presentation consists of two or more signal streams that provide alternate or supplemental content, e.g., narration in French and German, sound effects separate from music, "music minus one" content, or the like.


Waveform bitstreams generally encode multiple channels in interleaved or matrixed structures.  (It is also the case that stereo or surround sound may be represented by multiple separate waveform files synchronized within a wrapper like AES-31 or SMIL, but this is a subtopic for another day.)  The typical representation of stereo or two-channel sound represented in linear PCM content--for example, in a WAVE file--alternates the information from the two channels.  Surround sound formats like 5.1, while compressed, actually give you six discrete channels.


Note-based files formatted in the General MIDI System can be organized in as many as sixteen channels to allow separate "instruments" to play simultaneously for a polyphonic effect, which may additionally be structured to represent aural space. Some composers have even positioned loudspeakers or synthesized instruments on a stage and then played note-based files through a controller, thereby replicating the sound of an ensemble arranged in space. 

Support for downloadable or user-defined sounds, samples, and patches

Support for downloadable or user-defined sounds, samples, and patches applies to note-based formats, and refers to the degree to which a format permits references to or the inclusion of digital sound data and the articulation parameters needed to create one or more voices or instruments in a musical presentation.

Functionality beyond normal sound rendering


Note-based formats may be used in a number of interesting applications that are at the edge of normal rendering or lie beyond normal rendering.  For example, specialized applications use note-based formats to produce notation on screen or on paper. Such applications may also permit file playback with selective control over the number of channels, e.g., to suppress the synthesized violin when a live musician is present, and adjustments of pitch and tempo. Specialized formats and applications include those that feature karaoke content, in which texts are synchronized with the music.


Meanwhile, in the realm of waveform audio, the preservation reformatting of recorded sound content at the Library has moved toward what some of us call “rich-data versions,” characterized by high sampling rates and 24-bit data samples.  It is not convenient to "play" such a file in real time on typical end-user equipment over a network.  But these rich-data copies are excellent for repurposing and can be used to produce secondary, reduced-data copies that play easily over a network, i.e., are good for normal rendering.  It is true that the “beyond normal” feature of rich data is more strikingly felt with still and moving images, where the extra bit depth cannot be seen on today’s display devices.

Curator’s view

Where do these ideas about sound formats leave us?  Here is a rough and ready table that illustrates how one might use the factors to score some formats.  (By the way, this and the next two slides may be rather more legible in the handout than onscreen.)  The first seven rows are the sustainability factors; the latter three are the quality and functionality factors (omitting beyond normal rendering).  Since this table is limited to waveform sound, the cells in the downloadable sounds row at the bottom are marked “not applicable.”  The table compares five formats or subformats.  The pluses mean the format listed in that column gets a higher mark for that factor while the minus means a lower mark. 


Caroline and I gave ourselves a more interesting exercise when we put ourselves in the shoes of a curator at the Library.  (Of course, we have begun the process of conferring with actual curators to see if they agree with our hunches.)   This exercise had two elements.  First we categorized some types of sound materials likely to be added to the collections and (in the columns) made a stab at what might be the significant characteristics for these categories.  For example, fidelity might be a big issue for sound recordings of the sort you download from iTunes, but not for the routine clips found on someone’s web site.


Then we took the same categories (the rows in the table) and used the columns to propose our preferences, stated both in terms of the encoding or underlying bitstream and also indicating the file type.  We are proposing the left pair as preferred and the right as acceptable.  We have sketched out similar curator’s tables for still images, video, and textual materials but have not yet really vetted these with our colleagues and outside experts.  But I hope you can see how this will ultimately provide a planning framework for the Library.

Initial, middle, and final-state formats


Let me conclude by outlining an insight that struck us as we worked.  Albeit a bit of a simplification, we found ourselves envisioning content as existing in three states in a publishing or distribution stream:


Initial "while the author is creating it"


Middle "while the publisher manages and archives it"


End "what is presented or sold to an end-user"

It looks like different formats are often associated with these three states, selected as appropriate to the task at hand.

Here’s an example for the initial state, for a sound recording:


Multiple separate tracks in a recording studio


Complex multipart entity, e.g., twelve tracks for instruments and voices


"Edit decision list" manages elements


Very high fidelity


Specialized production formats, e.g., proprietary format produced by the SADiE digital audio workstation 


No technological protections embedded in bitstream

For comparison, here are some other initial-state examples:


Text: writer using word processing software, e.g., MS-Word


Video: multi-segment work in progress has elements in AAF wrapper

Initial state formats are often proprietary and may be limited to creator's favorite software package

Here’s an example for the middle state, again for a sound recording


Mixed master, often in stereo or surround sound; with supplemental "sub-mixes"


Not as complex as the studio session recordings, ready or close-to-ready for distribution as digital-file or compact disk


Edit decision list may still be required


Very high fidelity


Specialized industry formats, e.g., AES-31 recorded sound format


No technological protections embedded in bitstream

Other examples


Text: author's journal article marked up and in the publisher’s document management system


Video: program archived in MXF format by the TV network

Middle state formats used by industry to send or exchange data, may emerge as preferred formats for archiving within an industry.

Here’s an example for the final state, as a sound recording distributed to end users


Simple entity, may be high, moderate, or low fidelity


Common, current media-independent formats, e.g., WAVE-LPCM file, Windows Media Audio (.wma), or MP3 


Security elements may be embedded in the bitstream

Other examples


Journal article "published" as PDF file


Video program disseminated as MPEG-4 compressed file, or transmitted by a broadcaster as an MPEG-2 stream

Final state formats are for items in the marketplace and are transient.  A record company might say, "This year, we released the song in RealAudio, next year we'll probably sell it on iTunes as encrypted AAC."


The Library of Congress generally collects published, final-state works.  The institution's special collections divisions, however, also acquire works in other states.  We have always collected exemplars of the creative process, e.g., manuscripts and other draft documents or musical scores.  The Library may also collect works in what might be called a middle state, the form that content takes in the hands of a publisher. The middle-state form, in fact, may be what was delivered to the publisher by the creator, as exemplified by the PDF/X or TIFF/IT files that a designer may employ when submitting digital art to a magazine.


We wonder if the best formats for our collections will be those in the middle state. These are likely to have higher quality than final-state formats, may be easier to manage for preservation, and may also be the focus of developing archiving approaches by industry. However, to seek middle-state digital formats would represent a change in the Library's most widespread current practice, which is to select final state works, the best editions as authorized by copyright law.  Thus the implementation of a middle state preference will require negotiation with creators.  Like a lot of the other ideas expressed in this talk--and perhaps throughout this week--it makes me think that we have miles to go before we rest.


Thank you.
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